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Abstract 

We study estimation and inference in panel data regression models when the regressors of interest are 

macro shocks, which speaks to a large empirical literature that targets impulse responses via local 

projections. Our results hold under general dynamics and are uniformly valid over the degree of signal-to-

noise of aggregate shocks. We show that the regression scores feature strong cross-sectional dependence 

and a known autocorrelation structure induced only by leads of the regressor. In general, including lags as 

controls and then clustering over the cross-section leads to simple, robust inference. 
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1 Introduction

Applied macroeconomists are increasingly interested in obtaining empirical esti-

mates of the transmission of aggregate uncertainty to individual outcomes, often

in the form of impulse response functions.

A popular approach is to formulate estimating equations of the form

Yi,t+h = βhsiXt + controls + vh,it, (1)

where Yit is a micro outcome for unit i (i = 1, . . . ,N) at time t (t = 1, . . . ,T), such as

household income or firm sales, and Xt an observed macro shock of interest, such

as monetary policy or oil price shocks, which satisfy certain exogeneity conditions.

Shocks are often interacted with unit-level covariates si to document heterogeneity

in transmission along observables. Estimates β̂h of the response at horizon h are

then obtained via least squares; a panel local projections version of Jordà (2005).1

Despite its routine application, a formal treatment of estimation and inference

for these type of problems is lacking: we document below several conflicting views

on the appropriate way to compute standard errors and confidence intervals, on

the relative merits of each dimension of the panel for precision, and on the role of

covariates si as sources of additional variation. Our paper fills this gap.

We study these issues in a comprehensive setup that explicitly acknowledges the

micro-macro nature of the problem and features cross-sectional heterogeneity in

responses and general forms of serial dependence in outcomes.

In a nutshell, we show that inference in regressions with macro shocks has two

main features, namely strong spatial dependence and limited serial correlation.

The former suggests that statistical uncertainty in estimates can only be dominated

with more abundant time-series variation; the latter obviates the need to account

for general patterns of correlation in unit-level residuals and holds true even if

unit-level noise is pervasive. On a practical level, this suggests a simple approach

based on clustering at the time level and accounting for the leftover autocorrelation

terms by including lagged outcomes and shocks as controls.

1See also Jordà (2023) for an updated, accessible review of methods for local projections.
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First, we show that in what looks like an otherwise standard panel data model,
the precision at which βh can be recovered is of order T−1/2 even in situations 

where N ≫ T, driven by the simultaneous and hardly avoidable presence of both 
observed and unobserved sources of aggregate variation. This is a manifestation 
of strong cross-sectional dependence — randomness that is common to all units in 
the panel — and inherent to local projections. We suggest caution regarding the 
conventional wisdom in these applications that a larger cross-sectional dimension 
necessarily compensates for a shorter time series.

Second, for a panel local projection at horizon h, we show that the regression 
scores have the serial dependence structure of a moving average process of order h, 
or MA(h), thanks to the unpredictable nature of Xt and in spite of richer and more

complicated dynamics in outcomes. Importantly, the variance of the score depends 
on all omitted sources of micro and macro variation, whereas the autocovariances 
at different lags only depend on leads of the macro shock X t up to horizon h.

These results hold true over data generating processes with different degrees 
of signal-to-noise of macro shocks, capturing empirically realistic environments 
where idiosyncratic noise might be pervasive. Standard asymptotic plans where 
N, T → ∞ imply that unit-level dynamics are always small relative to aggregate 
ones and thus might not need to be accounted for. But neglecting the contribution of 
unit-level variation might lead to poor approximations in small samples. Because 
of that, we introduce an asymptotic framework where the signal value of aggregates 
remains low in the limit by allowing for a local-to-zero relative standard deviation 
of macro to micro shocks. Under this embedding, the limiting autocovariance 
function of the scores might feature additional micro-level terms, but crucially 
these do not show up at nonzero lags. Since the degree of signal-to-noise induces 
a discontinuity in the asymptotic distribution of panel local projection estimators, 
we prove that our approximations are uniformly valid over this parameter.

Third, we show that asymptotically valid inference can be achieved by first 
aggregating the residual regression scores over the cross-section, and then com-

puting heteroskedasticity and autocorrelation robust (HAR) standard errors with 
up to h lags on the resulting synthetic time series. This approach to inference al-

ready contains a first layer of simplicity; clustering at the unit level in the micro
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data is not necessary, and neither is a conservative HAR approach at moderate 
horizons. Additionally, when a vector autoregressive structure (VAR) is imposed 
and local projections are augmented with lagged outcomes and regressors as unit-

by-unit controls, we show that the regression scores are serially uncorrelated, and 
heteroskedasticity-robust (HR) standard errors on the aggregated data deliver valid 
inference. This is reminiscent of the results by Montiel Olea and Plagborg-Møller 
(2021) in the time series context. The aggregation step over the cross-sectional 
dimension is critical: it amounts to clustering at the time level in the micro data. 
In fact, inference that exploits independence across units can be reinterpreted as 
inference that conditions on the realized path of aggregate shocks.

Fourth, we clarify the dual role of the cross-sectional variable si as descriptor of 

heterogeneity in the transmission of macro shocks and as source of additional pre-

cision. Our setup features individual heterogeneity in impulse responses whose 
conditional distribution given covariates we do not restrict. This allows us to 
formalize what practitioners have in mind when including interactions similar to 
those in (1). In particular, βh describes the slope of a linear projection of hetero-

geneous responses onto si; letting si = 1 recovers the average response over the 

panel units, as expected. On the other hand, only under special conditions one can
conceive si as devices to obtain large gains in statistical precision. Essentially, these 

need to satisfy exogeneity conditions akin to cross-sectional instruments: orthog-

onality with respect to heterogeneous exposures of other shocks is required. We 
also discuss extensions to state-dependent controls of the form sit. These require

allowing for time-varying impulse responses but entail no conceptual difference.
A key element in our framework is the availability of an observed macro shock 

Xt. We assume that Xt is mean independent of all other shocks, including its

own lags and leads. This is rooted in empirical practice — similar definitions of 
shocks are routinely being made in the literature, and a certain form of unpre-

dictability is nonetheless necessary for identification and consistent estimation of 
impulse responses. For instance, this is natural under the interpretation of shocks 
as unanticipated structural disturbances. Similar notions of unpredictability have 
been considered in the time series literature on local projections inference, see for 
instance Stock and Watson (2018) and Montiel Olea and Plagborg-Møller (2021).
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These assumptions can be relaxed when the econometrician is willing to impose

VAR dynamics on outcomes. Our results also cover endogeneity settings (local

projection-instrumental variable estimators; LP-IV for short) where the structural

innovations of interest are observed with noise but an instrument satisfying anal-

ogous conditions is available.

In practice, it is sensible to expect lag augmentation to approximate well the

underlying covariance structure given a conservative lag length choice, which

suggests clustering over the cross-sectional dimension as a reasonable and simple

approach to inference. Moreover, as discussed above, any remaining components

inducing serial correlation in the regression scores are likely to be relatively small,

even more so when idiosyncratic noise is pervasive. We complement our theo-

retical results with simulations for realistic designs and sample sizes, including

responses at moderately long horizons and a substantial degree of persistence in

micro shocks. We study the performance of a battery of approaches to inference,

incorporating finite-sample refinements proposed in the literature (Müller, 2004;

Imbens and Kolesár, 2016; Lazarus, Lewis, Stock, and Watson, 2018). We find that

HR inference on the aggregated scores displays a remarkable performance relative

to HAR approaches, even if the latter uses more liberal lag choices and even if we

do not impose a VAR structure on outcomes. Our general practical recommen-

dation is to compute standard errors that cluster at the time level together with

the refinement proposed by Imbens and Kolesár (2016) in local projections with a

conservative number of lags as controls.

The state of empirical practice. We review a large body of empirical applications

that precede our work. The typical application uses administrative data for firms,

tracks units at the quarterly or annual frequency for a limited number of periods,

and estimates impulse responses to monetary policy shocks via local projections.2

2We have reviewed almost 40 recent empirical papers that fall within our framework: micro data,
macro shocks, and local projections. The economic content of Xt is very diverse, including fiscal policy 

shocks, investment shocks, total factor productivity and innovation shocks, carbon pricing shocks, etc. 
Our list includes both published work and working papers (from 2019) and is available upon request.
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In otherwise comparable empirical designs, we document large dispersion in the

way practitioners compute standard errors: around 65% of applications default to

the standard two-way clustering (Cameron, Gelbach, and Miller, 2011), 20% favor

popular options in short panels such as clustering at the unit level (Liang and Zeger,

1986; Arellano, 1987) (or bootstrap alternatives, to a lesser extent), and around 15%

opt for panel versions of conventional time-series tools (Driscoll and Kraay, 1998).

Recent, representative examples are Crouzet and Mehrotra (2020), Ottonello and

Winberry (2020) and Holm, Paul, and Tischbirek (2021), respectively.

Perhaps most importantly, these choices are often either not discussed at all or

justified on the basis of alignment with common practice, citing previous similar

empirical work. For instance, two-way clustering is usually simply reported as

a way to account for general “autocorrelation within time and within units”. We

show that the former is crucial — and clarify why — and the latter is superfluous.

Our results also demonstrate how information from the known autocovariance

structure can be exploited and illustrate the potential pitfalls of off-the-shelf au-

tocorrelation consistent methods such as Driscoll and Kraay (1998). Finally, we

offer a way to reinterpret confidence intervals that ignore the macro nature of Xt,

as those constructed by clustering at the unit level.

On top of this, in many cases the availability of a very large cross-sectional di-

mension is intuitively argued as a source of additional statistical precision, and so

is the use of covariates si. In applications, these external variables are of intrinsic in-

terest, rather than carefully constructed instruments.3 We qualify these statements

In these applications, the cross-sectional dimension is usually orders of magnitude larger than the 
effective t ime-series d imension. I n o ur r eview w e l eave o ut e mpirical w ork w ith r elatively small 
cross-sectional dimensions (such as cross-country regressions), where entities are meaningful and a 
purely time-series treatment might be feasible. Nonetheless, when these units are pooled, as in Fukui, 
Nakamura, and Steinsson (2023), our results still apply.

3For instance, a booming literature studies the determinants of firm responsiveness t o monetary 

policy, including differential responses by default risk (Ottonello and Winberry, 2020), firm size (Crouzet 

and Mehrotra, 2020) or predetermined measures of stock turnover (Jeenas and Lagos, forthcoming).
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and provide conditions under which the latter is correct, in the sense of improved 
convergence rates.

Related literature. Our paper contributes to various strands of the econometrics 
literature, on top of the large empirical literature for which our results are relevant. 

First, it relates to the time series literature on inference for local projections (Jordà, 
2005; Stock and Watson, 2018; Montiel Olea and Plagborg-Møller, 2021; Lusompa, 
2023; Xu, 2023). Jordà (2005) shows that the regression scores have MA(h) structure 
when the true model is a finite-order VAR. T his a lso h olds t rue i n t he empiri-

cally relevant case with observed shocks and general dynamics that we consider. 
Again under the finite-order VAR model, Montiel Olea and Plagborg-Møller (2021) 
show that lag augmented local projections induce serially uncorrelated scores and 
heteroskedasticity-robust inference suffices. Under this structure, we show a panel 
version of their results when local projections are augmented with unit-by-unit 
controls. In fact, the aggregate nature of Xt allows an intuitive, close parallel:

heteroskedasticity-robust standard errors are valid too — when calculated on the 
synthetic (aggregated) time series of regression scores. Note that they require mean

independent innovations, the same type of assumption we place on Xt.
4

Second, we contribute to the literature on estimation and inference with aggre-

gate shocks. Hahn, Kuersteiner, and Mazzocco (2020) bring attention to the drastic 
consequences of drawing inferences from short panels with aggregate uncertainty 
through several stylized economic models, and propose combining cross-sectional 
data with external time series data. Recent contributions have considered regional-

exposure designs, which have a similar flavor to the representation in (1) for h = 0. 
These are situations where the regressor of interest varies over both dimensions
of the panel but an interacted instrument of the form siXt (where si are region-

specific exposures to changes in aggregate conditions) is a vailable. Arkhangelsky 
and Korovkin (2023) argue that in these setups the exogenous variation comes 
from time-series shocks Xt and focus on threats to instrument validity, whereas

4These assumptions are comparable, since in practice one could think of innovations as “observed” 

if the autoregressive structure is known (Montiel Olea and Plagborg-Møller, 2021, p. 1784).
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Majerovitz and Sastry (2023) consider either si or Xt as sources of identification.

They recognize the spatial autocorrelation induced by omitted aggregate shocks in

the latter case and note that clustering at the time level is necessary. When Xt is

i.i.d., they suggest the use and explore the validity of two-way clustering in sim-

ulations.5 Our paper provides a framework and formal conditions under which

this is the case. In fact, mean independence of Xt and clustering at the time level

suffices for valid inference (h = 0), even in high noise environments.

Third, our paper relates to the literature on models with cross-sectional de-

pendence, which often considers general setups where the scores feature varying

degrees of spatial dependence (Driscoll and Kraay, 1998; Andrews, 2005; Pesaran,

2006; Gonçalves, 2011; Pakel, 2019). Our model falls in the polar case where the

error term contains a source of aggregate variation and the regressor of interest

only varies over time. This rules out solutions proposed in the literature based on

partialling out the common component from the regressors, as in Pesaran (2006).

Outline. Section 2 provides a non-technical overview of our results in a simple

model without dynamics, illustrating the role of aggregate shocks and their signal

relative to micro shocks. Section 3 presents our formal results in the context

of a general dynamic model and gives recommendations for empirical practice.

Section 4 discusses the role of cross-sectional variation, and Section 5 presents a

comprehensive set of simulations. Section 6 concludes. Proofs are relegated to

Appendix C and the Supplemental Material (Almuzara and Sancibrián, 2024).

2 Overview of the results

We illustrate the main points of the paper in a simple, static regression model

with homogeneous responses. We will keep the exposition simple and omit most

technicalities, but all insights in this section extrapolate to the more general setup

developed in Section 3.
5Their results that the size of the estimation error is of order N−1/2 when Xt are i.i.d. shocks (and 

independent of unobservables) is driven by the restriction N/T → c where c is a finite contant.
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We observe a micro outcome Yit and a macro shock Xt for units i = 1, . . . ,N and

over periods t = 1, . . . ,T. They are related by

Yit = β0Xt + vit,

vit = Zt + κuit,
(2)

where vit is an error term including both aggregate and idiosyncratic unobservables,

denoted Zt and uit, respectively. Here κ ≥ 0 regulates their relative importance in

the micro data, as explained below.

This simple model is a stylized representation of an empirical setting where we

are interested in the transmission of aggregate uncertainty to individual outcomes;

the effect of Xt on Yit. Examples of the former include changes in interest rates, tax

regulations or oil prices, which might leave a mark on household consumption,

worker’s labor income or firm sales. In fact, one could entertain any combination

of macro variables and micro outcomes in these examples: when interest centers

around one of these aggregate variables — captured by Xt — it would be hard to

exante rule out the presence of any others — embedded in Zt. This hardly escapable

symmetry of the problem will be at the core of many results in what follows.

We now make two sets of assumptions related to the elements in (2), which are

only slightly generalized to Assumptions 1 and 2 in Section 3.

Assumption S1 (Stationarity and iidness in the simple model).

(i) {Xt,Zt, {uit}
N
i=1}

T
t=1 is stationary.

(ii) {{uit}
N
i=1}

∞

t=−∞ are i.i.d. over i conditional on {Xt,Zt}
T
t=1.

Assumption S1(i) implies here that Yit is stationary too. Assumption S1(ii) simply

assigns the role of inducing cross-sectional dependence in the error term vit to Zt.
6

Assumption S2 (Shocks and independence in the simple model).

(i) E
[
Xt

∣∣∣∣{Xτ}τ,t,
{
Zτ, {uiτ}

N
i=1

}T

τ=1

]
= 0.

6Both of these assumptions could be relaxed; we discuss alternatives to S1(i) in Sections 3 and 5. 

Allowing for weak spatial dependence into uit in place of S1(ii) is also possible with minor modifications.

8



(ii) E
[
Zt

∣∣∣∣{Zτ}τ,t,
{
Xτ, {uiτ}

N
i=1

}T

τ=1

]
= 0.

(iii) E
[
uit

∣∣∣{uiτ}τ,t,
{
Xτ,Zτ

}T
τ=1

]
= 0.

Assumption S2 implies that Xt, Zt and uit are mutually unpredictable and se-

rially uncorrelated. Assumption S2(i) is ultimately an identification assumption,

and S2(ii) and S2(iii) are symmetric assumptions on unobservables.7 Indeed, mu-
tual unpredictability of macro shocks lies at the core of macroeconometrics and is
typically necessary in order to give structural interpretation to impulse-response

calculations (see, for instance, Ramey, 2016; Stock and Watson, 2016; Plagborg-

Møller and Wolf, 2021).8 Assumption S2(i) is an empirically realistic starting point,
since in the majority of applications Xt is the (perhaps noisy) measurement of a 

shock. For example, a popular approach is to try to isolate the surprise component

of monetary policy by measuring the change in asset prices in a tight window

around policy announcements; see Ramey (2016, Section 2.3) for a review of this

and many other identification methods.9

Remark 1. (Relaxing Assumption S2(i).) In practice, we might only observe a proxy

shock that is contaminated with measurement error, but an instrument that satisfies
an analogous condition to Assumption S2(i) and is correlated with Xt is available. 

Our results extend easily to the local projections instrumental variable (LP-IV) case

(Stock and Watson, 2018, Section 1.3), as discussed in Section 3.4. In other instances,
7Since Zt and uit are unobserved, orthogonality between them is not strictly necessary, but is invoked 

to simplify the exposition and isolate “micro” and “macro” error terms.
8Mean independence assumptions with respect to past and future innovations are a slight strength-

ening of the more standard martingale difference assumptions, and are convenient in representations 

where both leads and lags of the variable might enter the model, cf. Montiel Olea and Plagborg-Møller 

(2021, Assumption 1) in similar context for inference on local projections.

This still permits dynamics on the second- or higher-order moments given the paths of other shocks. 
We permit that, for example, monetary, fiscal o r o il s upply s hocks i ncrease t he v ariance o f, say, 
household-level income via higher order dynamics in uit.

9Examples of relevant applications include Crouzet and Mehrotra (2020, monetary policy shocks 

identified via narrative approaches), Känzig (2021, oil supply shocks via high-frequency identification) 

and Drechsel (2023, investment shocks identified v ia C holesky/structural VAR r estrictions), among 

many others.
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a mismeasured shock X̃t might display some residual autocorrelation structure, say

X̃t = B̃1X̃t−1 + · · · + B̃pX̃t−p + Xt,

then including (X̃t−1, . . . , X̃t−p) as controls will lead to analogous results.10

Remark 2. (An empirical illustration.) To fix ideas, consider Holm et al. (2021), who

use a large administrative dataset to study the transmission of monetary policy in

Norway. There, Yit denotes income or consumption measured at the household

level while Xt are monetary policy shocks to the key policy rate of Norges Bank,

identified as in Romer and Romer (2004).

The period of analysis extends from 1996 to 2015, a time in which other aggregate

shocks have likely occurred and contributed to variation in household income and

spending. For example, the price of oil — Norway’s main export — experienced

large fluctuations over the same period, likely affecting economic activity through

exports and exchange rate channels. In addition, fiscal stimulus measures were

enacted in 2009 in response to the Global Financial Crisis. In model (2), they are

captured by Zt. Assumption S2(i) requires the monetary policy shock series to be

orthogonal to all these other macro shocks.

On the signal value of aggregate variation. The setup in (2) describes individual

outcomes as shaped by both idiosyncratic circumstances and changes in economy-

wide conditions. Since interest is in responses to the latter, this bears the question

of their relative importance, the signal-to-noise ratio of macro shocks.

We allow here for low signal-to-noise environments. This intends to capture

settings with disaggregated data where idiosyncratic noise becomes more and

more prevalent as these macro shocks trickle down through the economy, and

become small relative to the wide range of idiosyncratic shocks that dictate the fate

of individuals on a daily basis — such as health shocks, job losses or lucky streaks.

Consider the in-sample average outcome, Ȳt = N−1 ∑N
i=1 Yit. It is reasonable to

expect a sizeable role for aggregates relative to micro shocks in explaining changes
10The situation where one is interested in the effects of persistent “shocks” themselves is analyzed by 

Alloza, Gonzalo, and Sanz (2023).
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in Ȳt since the latter tend to get averaged out; the opposite might be the case for Yit

where idiosyncratic noise might be pervasive. We now formalize this idea.

Back to (2), let Var (Xt) = Var (Zt) = Var (uit) = 1 and β0 = 1 for the sake of

illustration. Then, under assumptions S1 and S2, the proportion of the variance of

Ȳt explained by {Xt,Zt} is given by

R̄2
κ = 1 −

Varκ
(
Ȳt

∣∣∣Xt,Zt
)

Varκ
(
Ȳt

) =
1

1 + κ2/(2N)
, (3)

so that κ regulates the signal value of aggregate variation. Intuitively, if κ is large,

then micro shocks are ubiquitous at the unit level (low-signal environment) and

do not get fully washed away; if κ is small averaging essentially gets rid of all

micro-level variation.11

We consider a range of data generating processes where κ is such that 0 ≤ κ ≤

κ̄
√

N, for N→∞ and a positive, finite constant κ̄. This allows for (asymptotically)

non-trivial signal-to-noise: R2
κ → 1/(1 + κ̄2/2), which is strictly between zero and

one. Of course, indexing κ to the sample size should not be taken literally — it is

simply a device to ensure that our approximations to the sampling distribution of

β̂ are able to capture the essence of low signal-to-noise regimes.12 That is, if κ is

constant, then R2
κ,i → 1 as N →∞, and approximations based on this result would

attribute all randomness to aggregate shocks.

The practical usefulness of this device will become clear below. Essentially,

under standard asymptotics where N,T → ∞, micro shocks become negligible

in the sampling distribution of β̂. This has strong implications for uncertainty

quantification, and is at odds with folk wisdom in our empirical applications —

11One can also consider the unit-level counterpart to (3):

R2
κ,i = 1 −

Varκ
(
Yit

∣∣∣Xt,Zt
)

Varκ
(
Yit

) =
1

1 + κ2/2
,

which is small if κ is large, corresponding to a low signal regime in which the macro data have weak 
explanatory power over Yit.

12This type of embeddings are relatively common in the econometric literature and often referred to 

as asymptotics with local-to-zero parameters. An example which also has a low-signal flavor to it is the 

weak instrumental variables literature (Staiger and Stock, 1997).
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as suggested by the outsized role that accounting for unit-level dynamics plays in

many of these. Note that we do not need to take a stand on κ: we simply allow for

scenarios with low, moderate and high signal-to-noise and seek robustness of our

inferential procedures over these.13,14 In Section 3, we will show that the concept

of uniformity precisely captures this idea.

Estimation and inference. A natural estimator for the effect β0 is the pooled least

squares estimator,

β̂ =
1
T

T∑
t=1

ωt

 1
N

N∑
i=1

Yit

 , ωt =
Xt

T−1 ∑T
τ=1 X2

τ

, (4)

which is the default choice for the overwhelming majority of empirical applica-

tions; we incorporate controls — including unit-level fixed effects — in Section

3. In Section 3 we also introduce unobservable heterogeneity and characterize β̂

explicitly as averages over unit-level responses.

It is useful to write β̂ as

β̂ = β0 +
1
T

T∑
t=1

ωtZt +
κ
√

N

1
T

T∑
t=1

ωt

 1
√

N

N∑
i=1

uit

 , (5)

where the second term is a purely time-series component whereas the third term

involves both dimensions of the panel. This micro-macro decomposition holds in

the more general case studied in Section 3, and has major implications for inference.

Under Assumptions S1 and S2 and taking limits as N,T → ∞ (and under some

regularity conditions to be specified in Section 3), it is easy to show that β̂ is
13Environments with relatively high signal value of macro shocks seem likely too; consider for 

instance bank-level credit data, which is likely highly responsive to aggregate macroeconomic and 

financial dynamics.

14Results are invariant to rescaling the macro component of the model in (2) by κ−1 instead; what 

matters is the relative signal of macro and micro shocks.

12



consistent for β0. Additionally, we can bound the estimation error as

β̂ − β0 =
1
T

T∑
t=1

ωtZt︸      ︷︷      ︸
=Op(T−1/2)

+
κ
√

N

1
T

T∑
t=1

ωt

 1
N

N∑
i=1

uit

︸                         ︷︷                         ︸
=Op(κ(NT)−1/2)

, (6)

which shows that cross-sectional averaging does not contribute to averaging out

macro shocks Zt at all, while it helps partially dominate the contribution of micro

shocks uit to the estimation error. Indeed, in low-noise environments the latter is of

standard stochastic order (NT)−1/2; in pervasive noise environments it is of similar

size as the macro variation.

In any case, it follows that the precision at which we can recover β0 depends

crucially on the amount of time-series variation in the data, and is of order T−1/2

even in situations where N ≫ T. An intuitive way to see this is to notice that β̂

is numerically equal to the least-squares estimator using the synthetic time series

Ȳt = N−1 ∑N
i=1 Yit and Xt.

Remark 3. (Dynamics and local projections.) The least squares estimator in (4)

can be interpreted as a local projection estimator for h = 0, and these results carry

over to horizons h > 0. As such,
√

T convergence rates are to be expected in most

empirical applications with macro shocks. In fact, once we allow for dynamic

effects of Xt over time, these results arise organically: letting Zt = Xt−1 in (2) does

not change any of the reasoning so far.15

In this simple model, it follows that

√

T
(
β̂ − β0

) d
−−−−→ N

(
0,V0

)
, V0 =

E
[
X2

t Z2
t

]
+

(
κ2/N

)
E
[
X2

t u2
it

]
(
E
[
X2

t

])2 ,

and the asymptotic variance V0 depends on a common component involving ob-

served and unobserved macro shocks that do not vanish as N → ∞. When these

shocks have a low explanatory power for individual outcomes, V0 also incorporates
15Note however that under Assumption S2, β is also unbiased for β0, but this is no longer the case 

with dynamics in Xt, which induce a (standard) bias of order T−1. Contrary to the standard panel data 

case, the bias is here of smaller order than the standard errors and will not distort inference procedures.
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an additional term involving micro shocks. Note that κ induces a discontinuity in

the asymptotic distribution in the sense that the asymptotic variance of β̂ may or

may not include the micro component. Not allowing for low-signal regimes might

greatly distort the quality of these approximations in finite samples.

For the construction of confidence intervals, we define the regression residual as

v̂it = Yit − β̂Xt and its cross-sectional average as v̂t = N−1 ∑N
i=1 v̂it. In Section 3, we

will show that the following is a consistent estimator of V0:

V̂0 =
1
T

T∑
t=1

ω2
t v̂2

t . (7)

Two remarks are in order. First, this holds for any κ such that 0 ≤ κ ≤ κ̄
√

N, which

T

will be behind the uniformity result in Section 3; second, valid inference simply 
requires clustering at the time level to account for the common aggregate compo-

nent. As such, local projections inference with macro shocks is both robust to high 
noise regimes and very simple to implement. In fact, it amounts to computing the

heteroskedasticity-robust variance formula on the synthetic time series {Xt, v̂t}t=1.
One might wonder how much the static nature of (2) limits these results. The 

rest of the paper shows that one can accommodate a much richer framework with 
very little change.

Remark 4. (Inference conditional on aggregate shocks.) Ignoring the macro com-

ponent — as in existing empirical work that exploits independence across units —
is equivalent to conditioning on the realizations of aggregate shocks. Appendix A
illustrates that this implies targeting a different object than β0; one that is defined by 
conditional orthogonality restrictions. In general, this induces an internal/external 
validity trade-off whereby practitioners might be able to pin down responses very 
precisely and with fewer assumptions on the nature of aggregate variation — such 
as ergodicity — but these parameters might lack generalizability to other contexts.
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3 General case

In this section, we establish estimation and inference results for impulse responses

to aggregate shocks in a general setup featuring observed and unobserved, macro

and micro shocks, and permanent unobserved heterogeneity of individual impulse-

response functions (IRFs).

We introduce the setup in 3.1 and estimators and estimands in Section 3.2. We

state the main results on inference in Section 3.3. In addition, we specialize our

results to the relevant case of finite-order vector autoregressive (VAR) dynamics and

provide recommendations for empirical practice. Extensions to local projections

with instrumental variables (LP-IV) are discussed in Section 3.4. We postpone a

discussion of the role of cross-sectional characteristics to Section 4.

3.1 Setup

The researcher observes an outcome Yit, an aggregate shock Xt and characteristics

si for units i = 1, . . . ,N and over periods t = 1, . . . ,T. Everything is scalar but it is

straightforward to extend the results to the vector case. We assume

Yit = µi + βi(L)Xt + vit, (8)

vit = γi(L)Zt + κδi(L)uit, (9)

where βi(L) =
∑
∞

ℓ=0 βiℓL
ℓ, γi(L) =

∑
∞

ℓ=0 γiℓL
ℓ and δi(L) =

∑
∞

ℓ=0 δiℓL
ℓ are polynomials in

the lag operator L, and Zt and uit are unobserved serially uncorrelated aggregate

and idiosyncratic errors. We adopt the notation βi = {βiℓ}
∞

ℓ=0, γi = {γiℓ}
∞

ℓ=0, δi = {δiℓ}
∞

ℓ=0

and θi = {µi, βi, γi, δi}. We later specify regularity conditions on these coefficients so

that βi(L)Xt, γi(L)Zt and δI(L)uit are well defined with probability one. In this setup,

θi traces out cross-sectionally heterogeneous IRFs to aggregate and idiosyncratic

shocks. The availability of external variables si might help study their transmission

along unit-level observable covariates.

As explained in section 2, we consider a range of data generating processes for
√

which 0 ≤ κ ≤ κ̄ N to cover different signal-to-noise environments. We also make 
the following assumptions:

15



Assumption 1 (Stationarity and iidness).

(i) {Xt,Zt, {uit}
N
i=1}

∞

t=−∞ is stationary conditional on {θi, si}
N
i=1.

(ii) {θi, si, {uit}
∞

t=−∞}
N
i=1 are i.i.d. over i conditional on {Xt,Zt}

∞

t=−∞.

Assumption 2 (Shocks and mean independence).

(i) E
[
Xt

∣∣∣∣{θi, si}
N
i=1, {Xτ}τ,t,

{
Zτ, {uiτ}

N
i=1

}∞
τ=−∞

]
= 0.

(ii) E
[
Zt

∣∣∣∣{θi, si}
N
i=1, {Zτ}τ,t,

{
Xτ, {uiτ}

N
i=1

}∞
τ=−∞

]
= 0.

(iii) E
[
uit

∣∣∣θi, si, {uiτ}τ,t,
{
Xτ,Zτ

}∞
τ=−∞

]
= 0.

Assumptions 1 and 2 are slight generalizations of S1 and S2, respectively, to

accommodate the presence of unobserved heterogeneity and external covariates.

Assumption 2 requires them to be strictly exogenous with respect to shocks.16

Fixed-effect endogeneity, however, is permitted in the sense that the distribution of

{θi}
N
i=1 conditional on {Xt}

∞

t=−∞ is not restricted, as in pure fixed effects approaches.

For a discussion of all other components, we refer the reader to Section 2. Again,

the key assumption is 2(i) on the availability of an observed macro shock satisfying

certain orthogonality requirements. We discuss alternatives to this assumption in

the form of mismeasurement with an instrument in Section 3.4.

Remark 5. (The role of κ, revisited.) As in Section 2, κ controls the signal-to-noise

of aggregate shocks in the micro data. To see this, let

Ȳt =
1
N

N∑
i=1

Yit = µ̄ + β̄(L)Xt + γ̄(L)Zt +
κ
√

N
Ũt,

where β̄(L) = N−1 ∑N
i=1 βi(L) (similarly for γ̄(L) and µ̄) and Ũt = N−1/2 ∑N

i=1 δi(L)uit.

Then we can again compute the macro-level proportion of the variance of Ȳt ex-

plained by by {Xτ,Zτ}, which leads to a representation that is analogous to (3):

R̄2 = 1 −
Varκ

(
Ȳt

∣∣∣{θi}
N
i=1, {Xτ,Zτ}

∞

τ=−∞

)
Varκ

(
Ȳt

∣∣∣{θi}
N
i=1

)
16This is essentially an identification condition for small T, see Arellano and Bonhomme (2012, Section 

2.2) in the context of random coefficient models in short panels.
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= 1 −
(κ2/N)Varκ

(
Ũt

∣∣∣{θi}
N
i=1, {Xτ,Zτ}

∞

τ=−∞

)
Varκ

(
β̄(L)Xt + γ̄(L)Zt

∣∣∣{θi}
N
i=1

)
+ (κ2/N)Varκ

(
Ũt

∣∣∣{θi}
N
i=1

) = 1 −O
(
κ2

N

)
.

and similarly at the unit level, where R2
i = 1 − O

(
κ2

)
. When κ is proportional to

√
N, R̄2 remains asymptotically non-trivial (below one) and R2

i → 0 as N→∞.

3.2 Estimators and estimands

We consider panel local projection (LP) estimators that target different features of

the IRF of Yit with respect to Xt, for a fixed horizon h ≥ 0.

Popular choices in applied work include either Xt or siXt as regressors of interest

(“pooled” and “interacted” specifications) and a battery of controls, such as unit

or time fixed effects and lags of the outcome variable and shocks. Let Wit denote a

vector of controls, to be specified below. The coefficient of the local projection on

siXt including Wit is

β̂h =

∑N
i=1

∑T−h
t=1 (siXt − Π̂

′Wit)Yi,t+h∑N
i=1

∑T−h
t=1 (siXt − Π̂

′Wit)
2
, (10)

where Π̂ =
(∑

i,t WitW
′

it

)−1 ∑
i,t WitsiXt. For simplicity of exposition, we focus on

the interacted local projection estimator in which Wit includes unit and time fixed

effects, treating pooled local projections as a particular case where si = 1 and Wit

only includes unit fixed effects. We discuss inclusion of additional controls below.17

The estimator then has the representation

β̂h =
1

(T − h)

T−h∑
t=1

ωt

 1
N

N∑
i=1

πiYi,t+h

 , (11)

17At this time, we simply stress that under assumptions 1 and 2 the role of controls is reducing

estimation noise, and thus all results in this section hold with a more general vector of controls.
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with weights Nπi = (si − s̄) /
∑N

j=1(s j − s̄)2 and (T − h)ωt =
(
Xt − X̄

)
/
∑T−h
τ=1 (Xτ − X̄)2

where s̄ = N−1 ∑N
i=1 si and X̄ = (T − h)−1 ∑T−h

t=1 Xt.
18 Pooled local projections can be

recovered by setting πi = 1.

Substituting (8) into (11) and using compact notation,

β̂h = β̄h +
1

T − h

T−h∑
t=1

ωtξht, (12)

where β̄h = N−1 ∑N
i=1 πiβih and ξht = X̃(−h),t+h + Z̃t+h +

κ
√

N
Ũt+h with

X̃(−h),t+h =

∞∑
ℓ=0

1{ℓ , h}

 1
N

N∑
i=1

πiβiℓ

 Xt+h−ℓ =

∞∑
ℓ=0

1{ℓ , h}β̄ℓXt+h−ℓ,

Z̃t+h =

∞∑
ℓ=0

 1
N

N∑
i=1

πiγiℓ

 Zt+h−ℓ =

∞∑
ℓ=0

γ̄ℓZt+h−ℓ,

Ũt+h =
1
√

N

N∑
i=1

∞∑
ℓ=0

πiδiℓui,t+h−ℓ,

(13)

with obvious definitions. Both the estimator and the estimation error are intuitive

generalizations of their simple example counterparts in Section 2. In particular, β̂h

is numerically equal to the result of a time-series regression involving the aggregate

(weighted) outcome N−1 ∑N
i=1 πiYi,t+h, and the first two grand terms in ξht contain

common shocks to all units that can only be dominated with time series variation

(unless special conditions hold).

Estimands. It follows that interacted and pooled local projections recover

βh =
Cov

(
si, βih

)
Var (si)

(14)

18This follows since under two-way fixed effects, we can write

siXt − Π̂
′Wit = siXt − s̄Xt − siX̄ + s̄X̄ = (si − s̄)(Xt − X̄).

Interestingly, the weighted average N−1 ∑N
i=1 πiYi,t+h =

∑N
i=1(si − s̄)Yi,t+h/

∑N
i=1(si − s̄)2 is the coefficient on

si of a cross-sectional regression of Yi,t+h on si including an intercept.
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and βh = E
[
βih

]
, respectively. This clarifies the sense in which pooled and interacted

local projection specifications can be interpreted. The key ingredient is the presence

of heterogeneous responses to shocks; this allows us to formalize si as a device to

explore differential responsiveness to shocks along an observable gradient.

In general, both pooled and interacted local projections are needed for a mean-

ingful description of heterogeneity. For example, if interest lies in the best linear

approximation to βih, this involves both interacted and pooled LP estimands,19

E
∗
[
βih

∣∣∣si
]
= E

[
βih

]
+

Cov
(
si, βih

)
Var (si)

(si − E
[
si
]
) .

3.3 Inference

We now turn to the main results of the paper. We first characterize the properties

of the estimation error in (12) under model (8)–(9). We next study inference under

our general setup (Proposition 2) and under a special assumption of autoregressive

dynamics (Corollary 1). Based on these, we derive recommendations for empirical

work that we verify in the simulation study of Section 5.

Let Pκ denote probabilities under a data generating process for a given value of

κ; we omit κ from probabilities that do not depend on it (such as those that only

involve Xt).

Proposition 1. Under assumptions 1 and 2, the autocovariance function of the score Xtξht

in (12) is given by

Varκ (Xtξht) = E

 ∞∑
ℓ=0

1{ℓ , h}X2
t X2

t+h−ℓβ̄
2
ℓ

 + E
 ∞∑
ℓ=0

X2
t Z2

t+h−ℓγ̄
2
ℓ


+
κ2

N
E

 1
N

N∑
i=1

∞∑
ℓ=0

X2
tπ

2
i δ

2
i,ℓu

2
i,t+h−ℓ


(15)

19Recall that the inclusion of time effects absorbs the mean IRF. Importantly, omitting either Xt or time

dummies when running interacted local projections has similar implications as forcing the regression

of βih on si through the origin.
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and, for 1 ≤ | j| ≤ h,

Covκ
(
Xtξht,Xt− jξh,t− j

)
= E

[
XtXt− jX̃(−h),t+hX̃(−h),t+h− j

]
= E

[
X2

t X2
t− jβ̄h+ jβ̄h− j

]
. (16)

For | j| > h, we have Covκ
(
Xtξht,Xt− jξh,t− j

)
= 0.

Proof. It follows from repeated application of 2(i) and iterated expectations.20 □

Put another way, Xtξht has the serial dependence structure of an MA(h) process.

Moreover, the orthogonality properties of Xt imply that these dynamics are only

induced by the presence of leftover leads between t+ 1 and t+ h, independently of

other unobserved aggregate shocks or micro noise.

Proposition 1 suggests the need for standard errors robust to heteroskedasticity

and autocorrelation up to order h. Consider the unit-level residuals

v̂h,it = Ỹi,t+h − β̂h(si − s̄)(Xt − X̄),

where Ỹi,t+h = Yi,t+h− Ȳi− Ȳt+h+ Ȳ with Ȳi = (T−h)−1 ∑T−h
t=1 Yi,t+h, Ȳt+h = N−1 ∑N

i=1 Yi,t+h

and Ȳ = N−1(T − h)−1 ∑N
i=1

∑T−h
t=1 Yi,t+h. Similar to Section 2, we first average over the

cross-section,

ξ̂ht =
1
N

N∑
i=1

πiv̂h,it =
1
N

N∑
i=1

πiỸi,t+h − β̂h(Xt − X̄), (17)

which yields a synthetic time series of projection coefficients of unit-level residuals

on (demeaned) si. Pooled local projections with unit fixed effects are recovered by

setting πi = 1 and Ỹi,t+h = Yi,t+h − Ȳi. Define21

V̂ j =
1

T − h

T−h∑
t= j+1

(Xt − X̄)(Xt− j − X̄)ξ̂htξ̂h,t− j,

X̃ X̃
20To establish the second equality in (16), note the typical element in XtXt− j (−h),t+h (−h),t+h− j contains 

a cross-product involving Xt at potentially four different periods, among which at most only two might 

coincide. The only nonzero term is thus that where the four indices form two pairs.

21Note that (18) is not guaranteed to be positive semidefinite, but it is straightforward to introduce a 

kernel that ensures so (as in Newey and West, 1987).
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Ŝh = V̂0 + 2
h∑

j=1

V̂ j, (18)

and

σ̂h =

√
(T − h)Ŝh∑T−h

t=1
(
Xt − X̄

)2 . (19)

Additionally, if Φ is the standard normal c.d.f., we can form a (1 − α)-CI for βh as

CIα =
[
β̂h ± σ̂hΦ

−1(α/2)
]
.

We derive asymptotic approximations to the sampling distribution of β̂h and to the

coverage probability of CIα as T − h→∞where N = NT →∞with (T − h)/NT → 0

and κ = κT → ∞.22 Regularity conditions are specified in assumptions 4 and 5 in

Appendix B, and essentially require absolute summability of the lag polynomial

coefficients in (8)–(9) and bounds on higher-order moments of shocks. The main

result is that CIα is asymptotically similar uniformly over 0 ≤ κ ≤ κ̄
√

N:

1 − α = lim inf
T→∞

{
inf

0≤κ≤κ̄
√

N
Pκ

[
βh ∈ CIα

]}
= lim sup

T→∞

 sup
0≤κ≤κ̄

√
N

Pκ
[
βh ∈ CIα

] .
This is a corollary of the following:

Proposition 2. Under assumptions 1, 2, 4 and 5, for (T − h)/N→ 0 and for all η ∈ R,

lim
T→∞

 sup
0≤κ≤κ̄

√
N

∣∣∣∣∣∣Pκ
[
β̂h − βh

σ̂h
≤ η

]
−Φ(η)

∣∣∣∣∣∣
 = 0.

Proof. See Appendix C. □

Proposition 2 states that approximations are valid uniformly over data generating

processes with different degrees of signal-to-noise of macro shocks. Intuitively,

22That N grows faster than T − h is a mild requirement given the state of empirical practice. The 
derivation is analogous in square panels, in which case some terms of order N−1/2 might not be asymp-

totically negligible. In practice, applications where N is proportional to the effective time-series sample 

size, such as cross-country regressions, might entail an additional clustering step at the unit level.
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even though the asymptotic distribution of the (rescaled) estimation error has a

discontinuity around κ (see for instance (15)), this does not affect the calculation of

confidence intervals. The t-statistic can then be shown to be asymptotically normal

uniformly over κ.

VAR dynamics. In practice, it would seem natural to include lags of the outcome

variable and regressor as controls in estimation in order to reduce estimation noise.

It turns out that, in some important cases, this further simplifies inference.

We study this formally by imposing additional structure on (8)–(9) so that it

conforms with a finite-order joint vector autoregressive model (VAR) on (Yit,Xt)
′.

Under the shock assumption on Xt, we let the outcome be

Yit = mi +

p∑
ℓ=1

AiℓYi,t−ℓ +

p∑
ℓ=0

BiℓXt−ℓ + Ci0Zt + κDi0uit, (20)

which is a special case of (8)–(9) provided one can invert the lag polynomial Ai(L) =

1 −
∑p
ℓ=1 AiℓL

ℓ. If so, the mapping is µi = mi/Ai(1) and (with Bi(L) =
∑p
ℓ=0 BiℓL

ℓ)

βi(L) = (Ai(L))−1 Bi(L),

γi(L) = (Ai(L))−1 Ci0,

δi(L) = (Ai(L))−1 Di0.

In other words, the heterogeneous VAR model requires that the responses to un-

observed macro and micro shocks be proportional to each other.

We now consider local projections augmented with p lags of Yit and siXt. That

is, we will include as controls unit and time fixed effects (as in (10)) together

with Yi,t−1, . . . ,Yi,t−p, siXt−1, . . . , siXt−p. Importantly, the coefficients on lags of Yit

are unit-specific. To express the estimator, we use the Frisch-Waugh-Lovell logic.

Define

Yit =


Ỹi,t−1
...

Ỹi,t−p

 , Xt =


Xt−1 − X̄
...

Xt−p − X̄

 ,

22



where Ỹit = Yit − N−1 ∑N
i=1 Yit − (T − h)−1 ∑T−h

t=1 Yit + N−1(T − h)−1 ∑N
i=1

∑T−h
t=1 Yit is the

residual from a two-way regression of Yit. The estimator becomes

β̂(p)
h =

∑T−h
t=1

∑N
i=1(Xt − X̄)(si − s̄)

[
Yi,t+h − Π̂YY,iYit − Π̂YXXt(si − s̄)

]
∑N

i=1
∑T−h

t=1 (Xt − X̄)(si − s̄)
[
Xtsi − Π̂XY,iYit − Π̂XXXt(si − s̄)

] (21)

= β̄h +
1

T − h

T−h∑
t=1

ωtξht + op

(
T−1/2

)
,

where Π̂YY,i, Π̂YX, Π̂XY,i, Π̂XX are the corresponding partial regression coefficients,

β̄h = N−1 ∑N
i=1 πiβih and ξht = X̃(−h),t+h + Z̃t+h +

κ
√

N
Ũt+h with

X̃(−h),t+h =

h−1∑
ℓ=0

 1
N

N∑
i=1

πiβiℓ

 Xt+h−ℓ =

h−1∑
ℓ=0

β̄ℓXt+h−ℓ,

Z̃t+h =

h−1∑
ℓ=0

 1
N

N∑
i=1

πiγiℓ

 Zt+h−ℓ =

h−1∑
ℓ=0

γ̄ℓZt+h−ℓ,

Ũt+h =
1
√

N

N∑
i=1

h−1∑
ℓ=0

πiδiℓui,t+h−ℓ.

Corollary 1 below shows that under the VAR model in (20), the panel regression

scores implied by (21) are serially uncorrelated, a panel version of the result in

Montiel Olea and Plagborg-Møller (2021).23

Corollary 1. Under assumptions 1 and 2, the autocovariance function of the score Xtξht

in (21) is given by

Varκ (Xtξht) = E

 h−1∑
ℓ=0

X2
t X2

t+h−ℓβ̄
2
ℓ

 + E
 h−1∑
ℓ=0

X2
t Z2

t+h−ℓγ̄
2
ℓ

 + κ2

N
E

 1
N

N∑
i=1

h−1∑
ℓ=0

X2
tπ

2
i δ

2
i,ℓu

2
i,t+h−ℓ

 ,
and, for | j| > 0, Covκ

(
Xtξht,Xt− jξh,t− j

)
= 0.

23Strictly speaking, this result holds with p — rather than p + 1 lags. The lag-augmentation step in 

Montiel Olea and Plagborg-Møller (2021) is needed when Xt is unobserved. See the remark below. Still, 

we would often refer to (21) as a lag-augmented local projection.
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This leads to an even simpler inference recipe. The average residuals in (17) are

now given by

ξ̂ht =
1
N

N∑
i=1

πi

(
Ỹi,t+h − Π̂YY,iYit − Π̂YXXt(si − s̄)

)
− β̂h(Xt − X̄).

Define

σ̂(p)
h =

1
T − h

T−h∑
t=1

ω2
t ξ̂

2
ht


1/2

, (22)

which are the HR standard errors corresponding to a simple linear regression of

the synthetic outcome time-series N−1 ∑N
i=1 πi

(
Ỹi,t+h − Π̂YY,iYit − Π̂YXXt(si − s̄)

)
on Xt

and a constant, and the time-level cluster robust standard errors in the micro data.

The standard errors in (22) can then be used to construct confidence intervals for

βh that will be uniformly valid over the degree of signal-to-noise in the data.

Remark 6. (Relaxing assumption 2(i).) It is possible to extend the model to allow

for more flexible dynamics in the impulse. Suppose we replace the shock Xt in (20)

by X̃t which satisfies

X̃t =

p∑
ℓ=0

B̃ℓX̃t−ℓ + Xt,

The vector (Yit, X̃ 
t) then follows a heterogeneous finite-order joint VAR model and 

the results of this section apply. Lag-augmentation (including p+1 lags) is important 
to obtain Corollary 1, as in Montiel Olea and Plagborg-Møller (2021).

Discussion and recommendations for empirical work. These results also pro-

vides intuitive guidance for the practical implementation of inference recipes.

First, it is reasonable to expect lag augmentation to approximate reasonably well 
the underlying covariance structure, provided a conservative lag choice is made, 
along the lines of Montiel Olea and Plagborg-Møller (2021) and recommendations 
in the VAR tradition (Kilian and Lütkepohl, 2017).

Second, it is worth stressing the residual nature of the terms inducing serial 
correlation in Proposition 1, even under general dynamics in (8)–(9), which only
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gets magnified as we consider environments with more aggregate and idiosyncratic 
noise. This intuition applies to simple local projection estimators; lag augmentation 
is likely to further mitigate these concerns. On the other hand, off-the-shelf (panel) 
HAC estimators such as (18) are likely to display a poor finite-sample performance, 
in line with existing results in the time series literature (Lazarus et al., 2018; Herbst 
and Johansenn, 2023). The results in our simulations align with this discussion; see 
Section 5.3 for further elaboration.

Third, heteroskedasticity-robust (HR) inference on the synthetic data is simple 
and easiest to implement, not only relative to standard practice in applied work 
but also relative to the HAR standard errors in (19), only requiring a one-step 
clustering approach over the cross-sectional dimension. The relative simplicity of 
HR versus HAR approaches is maintained when we consider refined counterparts; 
namely the equally-weighted cosine approach of Müller (2004) recommended by 
Lazarus et al. (2018) and the proposal by Imbens and Kolesár (2016), respectively. 
Our simulations suggest that lag-augmented HR inference tends to perform best 
across a wide range of scenarios, including samples of just T = 30 periods and 
moderate horizons. HAR inference is a competitive alternative if coupled with the 
refinement and few controls are used.

Our general practical recommendation is to include a reasonable number of con-

trols — unit-level lagged outcomes and lagged shocks — in local projections and 
then compute standard errors that simply cluster over the cross-sectional dimen-

sion. Our simulations also suggest that performance is significantly improved with 
the correction suggested by Imbens and Kolesár (2016).

3.4 Proxy shocks and instrumental variables

The pooled and interacted local projection estimators in (10), where Xt are assumed 

direct observations of some structural shock, are by far the most common imple-

mentation in empirical work. Even if this is the case, ultimate interest is in an

aggregate, endogenous state variable X̃t and not in Xt — in changes in the policy 
rate and not in shocks themselves.
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In fact, it is more realistic to allow for some measurement error in the shock

elicitation process, and treat these generated variables as (external) instruments for

the actual underlying shock (Ramey, 2016; Stock and Watson, 2018). In order to

accommodate these environments, consider the following design,

Yit = µi + βi(L)X̃t + vit, (23)

vit = γi(L)Zt + κδi(L)uit, (24)

where X̃t might be endogenous in the sense that

X̃t = β̃0Xt + γ̃(L)Zt,

where γ̃(L) =
∑
∞

ℓ=0 γ̃ℓL
∞ (absolutely summable), β̃0 , 0 and Xt is unobserved but a

valid instrument Vt satisfying Assumption 3 below is available.

Assumption 3 (LP-IV).

(i) E
[
Vt

∣∣∣∣{θi, si}
N
i=1, {Vτ,Xτ}τ,t,

{
Zτ, {uiτ}

N
i=1

}∞
τ=−∞

]
= 0.

(ii) Cov(Xt,Vt) , 0.

Assumption 3(i) requires Vt to satisfy an analogous condition to 2(i) and Assump-

tion 3(ii) requires Vt to be informative about Xt.
24 This is a standard assumption in

the literature on instrument relevance and (lead-lag) exogeneity,25 and allows for

Vt to be a noisy measurement of the underlying structural shock of interest.

Consider the reduced-form estimator

β̂RF
h =

∑N
i=1

∑T−h
t=1 (siVt − Π̃

′Wit)Yi,t+h∑N
i=1

∑T−h
t=1 (siVt − Π̃

′Wit)
2
, (25)

where V̄t = (T − h)−1 ∑T−h
t=1 Vt, Wit contain unit and time fixed effects and we have

defined Π̃ =
(∑

i,t WitW
′

it

)−1 ∑
i,t WitsiVt. Consider the first-stage estimator

β̂FS
h =

∑T−h
t=1

(
Vt − V̄

)
X̃t∑T−h

t=1
(
Vt − V̄

)2 , (26)

24Trivially, the results in this section apply to the case Zt = Xt (almost surely) too.
25See, for instance, Stock and Watson (2018, p. 924) or Plagborg-Møller and Wolf (2021, p. 970). 

Extensions where Assumption 3(i) holds conditional on controls might also be entertained.
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where for simplicity we have omitted any possible controls.26 The LP-IV estimator

is then simply β̂IV
h = β̂

RF
h /β̂

FS
h .

Corollary 2 shows that the LP-IV estimator recovers the interacted (or pooled)

local projection estimand (14) and that an analogous characterization of inference

follows by adapting Proposition 1. The result is immediate once we recognize that

β̂RF
h has the same representation as that of β̂h in (11).

Corollary 2. Under Assumptions IV1, IV2 and 3, as N,T→∞,

β̂IV
h

p
−−−−→ βh,

where βh is defined in ( 14). Additionally, the autocovariance function of the reduced-form 
regression score has the same properties as Xtξht in Proposition 1.

Proof. See Supplemental Material SM.A. Assumptions IV1 and IV2 simply extend

1 and 2 to include Vt. □

Through the lens of model (23)–(24), the LP-IV estimand has a relative impulse 

response interpretation: it identifies average responses to a shock in X t that raises 
X̃t by one unit on impact.

Remark 7. (No first-stage heterogeneity.) That the LP-IV estimand correctly identi-

fies (relative) impulse responses might seem a natural consequence of Assumption 
3; see, for instance, Stock and Watson (2018). However, it is not so obvious: under 
treatment effect heterogeneity, IV estimands often identify (weighted averages of) 
local average treatment effects ( Angrist a nd I mbens, 1 995; A ngrist, I mbens, and 
Graddy, 2000). Yet another manifestation of the micro-macro duality implies that 
this is not the case here, due to the aggregate-only nature of the first-stage model.

4 The role of cross-sectional variation

In this section, we revisit the previous results through the lens of different views 
on the nature of observable unit-level characteristics, denoted si so far.

26Note that there is no need to use T −h observations in the first-stage. We keep them here for analytic 

simplicity.
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Heterogeneity and state-dependence. A quick glance at the existing body of

applications reveals the widespread use of both time-invariant si and time-varying

sit observables. A more meaningful distinction is that between heterogeneity and

state-dependence.

In some cases, interest is in the differential sensitivity of responses along some

strictly exogenous characteristic, and these are thought of as immutable during

the panel period. This includes applications where sit might be approximately

time-invariant, as it is the case with states that very over very low frequencies. For

instance, Crouzet and Mehrotra (2020) list reasons that might alleviate the concern

of firm reclassification across size bins when studying differential responses by size

to monetary policy shocks.27

In other instances, focus might shift to the differential (and possibly dynamic)

pass-through of shocks to responses along an observable state, which might vary

substantially over time and thus interest is on its level at the time of the shock,

or right before. For example, Ottonello and Winberry (2020) explore how firms

respond to monetary policy when they have higher or lower default risk than

usual. We can formalize these choices by extending (8)–(9) to allow for time-varying

impulse responses,

Yit = µi + βit(L)Xt + vit,

vit = γit(L)Zt + κδit(L)uit,

∣
where βit(L) = 

∑
ℓ
∞

=0 βitℓL
ℓ and so on. The coefficient on  si tXt of  a local projection

at horizon h with unit and time fixed eff ∣ects retains its interpretation as the slope[ ∣ ]
coefficient of  the linear projection E∗  βi th si t as  long as  si t and impulse responses
are exogenous with respect to Xt. Although a more detailed exploration is beyond

27Similar arguments are made in Drechsel (2023), Singh, Suda, and Zervou (2023) and Caglio, Darst, 

and Kalemli-Özcan (2024), among others. When observables are subpopulation indicators such as
wealth deciles or size bins, these concerns are greatly alleviated. Often sit is set at its value at t = 0 on 

similar grounds. 
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the scope of this paper, the treatment of sit is here analogous to that of si, and the

results in Section 3.3 carry over without much modification.28,29

When are si instruments for precision? The availability of rich micro data offers

the promise of both revealing new insights into the heterogeneous transmission

channels of macro shocks and their precise identification and estimation.

In particular, it can be shown that si can be exploited for additional precision

— in the sense of faster-than-
√

T − h convergence rates — if the following two

conditions are satisfied:

1. Instrument relevance: Cov
(
si, βih

)
, 0.

2. Instrument exogeneity:

(i) Cov
(
si, βiℓ

)
, 0 for all ℓ ≥ 0 and ℓ , h, and

(ii) Cov
(
si, γiℓ

)
, 0 for all ℓ ≥ 0.

Essentially, we require that si is informative about heterogeneity in transmission

of Xt at horizon h, but orthogonal to all other exposures to aggregate shocks.

Condition 2(i) seems particularly hard to meet: for a each horizon h, a source

of variation that is orthogonal to responses at all other horizons is required. In

some sense, this reveals an intrinsic trade-off between documenting interesting

transmission mechanisms and finding valid instruments for precision.30

These conditions can be directly read off the components of the estimation error

in (12)–(13). Loosely, we need that X̃(−h),t+h and Z̃t+h are of order Op

(
N−1/2

)
, which

requires the limiting value of all β̄ℓ and β̄ℓ in (13) to be zero.31

28We also explore these setups in simulations in Section 5.
29Rambachan and Shephard (2021, Section 3.4) offer a nonparametric characterization of local pro-

jection estimands when states are endogenous in a time-series potential outcomes framework; see also

Gonçalves, Herrera, Kilian, and Pesavento (forthcoming) for the case where st = 1
{
Xt > c

}
.

30It should be stressed that these conditions need to hold on top of the more basic strict exogeneity

(identification) condition in assumption 2, which is regularly discussed in empirical work.
31Note that it is natural to normalize κ = 1 in these scenarios, which are closer to standard panel data 

models with both unit and time variation. Intuitively, there is no micro-macro duality in the estimation
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These insights are part of a more general message: strong spatial dependence

induced by aggregate shocks and all its implications for inference are inherent to our

setup unless one is willing to restrict the (arguably natural) symmetry conditions

placed on the observed and unobserved macro shocks in (8)–(9); be it in the form

of absence of the latter, availability of cross-sectional instruments or homogeneity

in responses.

5 Simulations

We now explore the finite-sample properties of the estimators and inference pro-

cedures analyzed in section 3 by means of an extensive Monte Carlo simulation

study. We consider three designs:

(i) A heterogeneous linear process model (HLP design) that allows for both unit-

specific IRFs and flexible dynamics in observed and unobserved, macro and

micro shocks as in our general setup in (8)–(9). We use this design to assess

the properties of pooled and interacted LP estimators and the performance of

simple lag-augmented HR inference versus HAR inference. We also illustrate

the role of genuine cross-sectional variation in the interacted LP case, including

the notions discussed in Section 4.

(ii) A heterogeneous vector autoregression model (HVAR design) that restricts

outcome dynamics to be generated by a VAR while allowing for individual

heterogeneity, as in model (20). With this design, we explore the role of

nonstationarity (in the form of near unit roots) of both macro and micro

shocks.

(iii) A heterogeneous local projection instrumental variable model (HLPIV design)

as in (23)–(24) that generalizes the LP-IV setup to the panel case allowing for

heterogeneous micro IRFs. We use this design to explore the behavior of

inference procedures in the presence of endogeneity.

error anymore, since macro shocks “look like” micro shocks in the sense that they average out to zero 
along a particular subpopulation defined by si.
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For each design, we simulate nMC = 5, 000 samples on which we implement

the confidence intervals to be considered. We then measure the coverage rates of

confidence intervals. The designs are indexed by sample sizes (N,T) and κ (the

micro noise-to-macro signal index), which we choose to cover a wide range of

empirically realistic settings.32

Outline. This section is organized as follows. We describe the DGPs in 5.1, we

present the inference procedures in 5.2, and we summarize the results in 5.3.

5.1 Data generating processes

Our simulation study relies on three different DGPs.

HLP design. We simulate samples from model (8)–(9) under the following

conditions:

• We draw the macro shocks Xt and Zt as N(0, 1) i.i.d. over time and the micro

shocks uit as N(0, 1) i.i.d. over units and time.

• We draw µi ∼ N(0, 1) as i.i.d. over units, independent of shocks and coeffi-

cients.

• We draw a vector s̃i as i.i.d. over units according to

s̃i =


si

sγ,i
sδ,i

 ∼ N
(
13×1, (1 − ρs)I3 + ρS13×3

)
.

Here, si is the descriptor of heterogeneity observable to the researcher whereas

the unobserved sγ,i, sδ,i introduce correlation between si and the responses to

Zt and uit at different horizons.
32For clarity we begin by presenting results for a set of designs with scalar outcome Yit and descriptor 

of heterogeneity si, and with i.i.d. normally distributed shocks. In the supplemental appendix, we 

provide results for multivariate Yit and si, and for both non-normal and conditionally heteroskedastic 

shocks. The findings w e d iscuss b elow a ppear robust t o reasonable a mounts o f n on-normality and

heteroskedasticity, and generalize to larger dimensions of Yit and si.
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• For a large L̄ and βi(L) =
∑L̄
ℓ=0 βiℓL

ℓ, γi(L) =
∑L̄
ℓ=0 γiℓL

ℓ, δi(L) =
∑L̄
ℓ=0 δiℓL

ℓ, we set

βiℓ =
siβ̃iℓ√∑L̄

l=0 β̃
2
il

, γiℓ =
sγ,iγ̃iℓ√∑L̄

l=0 γ̃
2
il

, δiℓ =
sδ,iδ̃iℓ√∑L̄

l=0 δ̃
2
il

,

where coefficients {β̃iℓ, γ̃iℓ, δ̃iℓ}
L̄
ℓ=0 are obtained by drawing the roots of ARMA

polynomials from a set of Beta distributions, computing their implied MA(∞)

representations, and truncating them at L̄. See Appendix C for details.33

• We also generate time-varying heterogeneity sit = si + ζit where ζit ∼ N(0, 1),

i.i.d. over units and time, and independent of si and everything else.

• We calibrate L̄ = 2T andρs = 0.5. We also set the parameters of the distributions

underlying {β̃iℓ, γ̃iℓ, δ̃iℓ}
L̄
ℓ=0 to generate rich cross-sectional variation in IRFs and

responses to Xt, Zt and (particularly) uit that for a large fraction of the cross-

sectional population last for several periods (see figure 1). We are interested in

situations featuring lots of positive persistence of micro shocks as this seems

the empirically relevant case.34

33We normalize the coefficient by
√∑L̄

l=0 β̃
2
iℓ to separate the roles of si (controlling the scale of the

response to Xt) and {β̃iℓ}
L̄
ℓ=0 (controlling the persistence of the response over time). Assuming Xt is white

noise with unit variance conditional on {βiℓ}
L̄
ℓ=0, the variance of βi(L)Xt is

∑L̄
ℓ=0 β

2
iℓ = s2

i while the ratio of

long-run variance to variance of βi(L)Xt (a measure of persistence) is(∑L̄
ℓ=0 βiℓ

)2

∑L̄
ℓ=0 β

2
iℓ

=

(∑L̄
ℓ=0 β̃iℓ

)2

∑L̄
ℓ=0 β̃

2
iℓ

,

which does not depend on si.
34As a measure of persistence, we report the ratio of long- to short-run standard deviations of βi(L)Xt, 

γi(L)Zt √and δi(L)uit given {βiℓ, γiℓ, δiℓ}ℓ
∞

=0. An AR(1) process with AR coefficient ρ has a long- to short-run 

ratio of (1 + ρ)/(1 − ρ). The mean ratio for βi(L)Xt (around 3) is comparable to that of an AR(1) process

with ρ = 0.8. The mean ratio for γi(L)Zt is comparable to ρ = 0.77 while that for δi(L)uit to ρ = 0.94. The 

dynamics produced by our model are however richer than that of an AR process and cannot be fully
captured by a finite number of lags of Y it or X t — although they can be well approximated. A DGP with 

such exact VAR dynamics is discussed below.
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HVAR design. We simulate samples from the heterogeneous VAR model in

(20).35 We specify:

• We draw macro shocks Xt and Zt, micro shocks uit and observable si (together

with unobserved sγ,i, sδ,i) as in the HLP model.

• We draw mi ∼ N(0, 1) independent of the shocks and coefficients and i.i.d. over

units, and we simulate the coefficients by drawing the roots of polynomials

Ai(L) and Bi(L) from Beta distributions. Then,

Biℓ =
siB̃iℓ√∑p

l=0 B̃2
il

, Ci0 = sγ,i, Di0 = sδ,i.

• We calibrate L̄ = 2T and ρs = 0.5. We also set the mean of the largest root of

Ai(L) to 1− 2/T.36 We illustrate the IRFs in figure 1, which shows substantially

more persistence in responses to shocks compared to the HLP design.

HLPIV design. We simulate samples from the heterogeneous linear model

(23)–(23) with

X̃t = β̃0Xt + γ̃(L)Zt + δ̃(L)Ũt,

where γ̃(L) =
∑L̄
ℓ=0 γ̃ℓL

ℓ and δ̃(L) =
∑L̄
ℓ=0 δ̃ℓL

ℓ for the same truncation lag L̄ used for

βi(L), γi(L) and δi(L).

• We draw macro shocks Xt, Zt and errors Ũt as N(0, 1) i.i.d. over time, and

micro shocks uit as N(0, 1) i.i.d. over units and time. We draw µi, {βiℓ, γiℓ, δiℓ}
∞

ℓ=0

as in the HLP design together with the observable characteristics si.

• We generate γ̃(L) and δ̃(L) by setting the roots of AR and MA polynomials and

proceeding as before: we obtain the implied MA(∞) representations by long
35Note that we truncate the infinite-order l ag p olynomials i n t he H LP m odel w hile w e u se the 

recursive nature to simulate the path of outcomes in the HVAR model. This is relevant when trying to 

generate data with high persistence as we do below.

36Indexing the mean of the largest AR root to T is in the spirit of the local-to-unity analysis of time 

series models with high persistence.

33





κ = 10 implies macro R2 of 0.95 and micro R2 of 0.02 while κ = 30 implies macro R2

of 0.69 and micro R2 of 0.002.37

5.2 Estimators and confidence intervals

For i = 1, . . . ,N and t = 1, . . . ,T, the researcher observes Yit, Xt and si. She also

observes sit in the HLP model and X̃t in the HLPIV model.

Estimators. The estimators implemented in each sample are the following:

(i) Pooled LP estimator obtained by regressing Yi,t+h on Xt and unit fixed effects.

(ii) Interacted LP estimator obtained by regressing Yi,t+h on siXt and both unit and

time fixed effects.

(iii) Micro interacted LP estimator obtained by regressing Yi,t+h on sitXt and both

unit and time fixed effects (only in HLP model).

(iv) Pooled LP-IV estimator obtained by regressing Yi,t+h on X̃t and unit fixed

effects using Xt as an instrument of X̃t (only in HLPIV model).

(v) Interacted LP estimator obtained by regressing Yi,t+h on siX̃t and both unit and

time fixed effects using siXt as an instrument of siX̃t (only in HLPIV model).

Inference procedures. The procedures we will compare include one-way unit-

level clustering (Arellano (1987)), HR inference (Eicker (1967), Huber (1967), White

(1985)) applied to the synthetic time series, two-way clustering, HAR inference

(Newey and West (1987)) applied to the aggregated data (i.e., Driscoll and Kraay

(1998)), and HAR inference combined with unit-level clustering (Thompson (2011)).

HR inference is implemented with lag augmentation while HAR inference is done

without lag augmentation.

37We also produced results for N = 10, 000 with similar findings. As in our asymptotic analysis,

provided N is large relative to T, the key quantity appears to be κ/
√

N, which controls the proportion

of macro signal to micro noise in the data.
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We also include simple finite-sample refinements of confidence intervals in our

simulations, motivated by the relatively small time-series sample size in applica-

tions. For HR inference we follow Imbens and Kolesár (2016) and apply the HC2

correction of MacKinnon and White (1985) to the Eicker-Huber-White standard er-

ror. For HAR inference we adopt the equally-weighted cosine (EWC) estimator of

the long-run variance (Müller (2004)) recommended by Lazarus et al. (2018). Both

standard errors are combined with Student-t critical values with easy-to-determine

degrees of freedom and are readily available in standard econometric software.

The confidence intervals implemented are the following:

(1W) One-way clustering standard errors.

(HAR) HAR standard errors (Newey-West with 0.75(T−h)1/3 autocovariances) on the

synthetic time series (i.e., Driscoll and Kraay (1998)). No lags.

(HARh) HAR standard errors that exploit the MA(h) dynamics of the score (i.e., Newey-

West with h autocovariances). No lags.

(HAR+) HAR standard errors (EWC with 0.4(T−h)2/3 cosine functions) on the synthetic

time series with Student-t critical values (i.e., Lazarus et al. (2018)). No lags.

(2W-HAR) HAR + unit-level clustered standard errors with 0.75(T−h)1/3 autocovariances

(i.e., Thompson (2011)). No lags.

(HR0) HR standard errors (Eicker-Huber-White). No lags.

(HR) HR standard errors (Eicker-Huber-White). Lag augmentation with p = T1/3

lags of Yit and Xt (or siXt or sitXt).

(HRh) HR standard errors (Eicker-Huber-White). Lag augmentation including h lags

of Xt (or siXt or sitXt).

(HR+) HR standard errors (Eicker-Huber-White + HC2 correction) on the synthetic

time series with Student-t critical values (i.e., Imbens and Kolesár (2016)). Lag

augmentation including p = T1/3 lags of Yit and Xt (or siXt or sitXt).

(2W-HR) Two-way clustering standard errors. Lag augmentation with p = T1/3 lags of

Yit and Xt (or siXt or sitXt).
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Challenges are ubiquitous too. We propose a disciplined approach to uncertainty 
quantification in an environment where interest is in parameters identified mostly 
by aggregate variation and (pervasive) idiosyncratic and common shocks coexist. 
We then suggest simple yet robust inferential tools.

Simplicity by no means should suggest plain enumeration of options, however: 
different choices are informative about different notions of  statistical uncertainty, 
target parameters and external validity of results. These features are particularly 
salient when combining micro and macro data (Nakamura and Steinsson, 2018). As 
such, we believe that applied practice would benefit from a more explicit discussion 
of these notions in a given particular problem. Our hope is that the tools offered in 
this paper can help such an effort.

Our basic framework generalizes beyond the empirical applications we have 
focused on. Other, related literatures where identification comes from randomness 
in group level shocks include regional-exposure and shift-share designs. In fact, 
impulse responses are sometimes an object of interest too, see for instance the 
literature on cross-sectional fiscal multipliers (Chodorow-Reich, 2019).

We also leave some interesting dimensions for future research. Strong persis-

tence of micro-level shocks are likely a feature of many datasets, and these are only 
captured in an indirect sense by our signal-to-noise embedding. Formalizing the 
idea of (possibly heterogeneous) non-stationarities along these lines seems promis-

ing and full of empirical content. On a different note, extensions to simultaneous 
inference over impulse response horizons could be made building on Jordà (2009) 
and Montiel Olea and Plagborg-Møller (2019).
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A Inference conditional on aggregate shocks

The micro-macro dichotomy has been a recurrent topic throughout this paper.

Estimation of impulse responses with macro regressors needs to be explicit about

the presence of statistical uncertainty that is common to all units in the panel which,

in general, requires accounting for a strong form of spatial dependence in the data.

This has drastic consequences for uncertainty quantification approaches that

exploit independence over units in the micro data, such as clustering at the unit

level, which leads to confidence intervals that are too short and vastly undercover.

In this section, we provide a reinterpretation of such confidence intervals. We

show that they provide valid inference for a different object — which can be in-

terpreted as impulse responses that are indexed to the particular realizations of

aggregate shocks that occurred during the historical period under consideration.

In other words, inference when the analyst behaves as-if there were no aggregate

shocks is tantamount to inference conditional on the path of aggregate shocks.

Conditional inference induces an internal/external validity trade-off; these impulse

responses are tightly linked to the time window in which they were collected and

thus lack generalizability to other environments.40 At the same time, conditional

inference requires substantially weaker conditions: it applies to short panels under

fixed-T, large-N asymptotics and places virtually no assumptions on the nature of

aggregate variation (ergodicity, stationarity...).

The focus on this section is conceptual: it highlights the importance of a struc-

tured approach to inference where an explicit estimand is a precursor of the infer-

ential task, and exploits the convenient micro-macro duality of our framework to

illustrate the implications of ignoring its second ingredient.
40The lack of generalizability of estimates obtained from micro data when the population is subject to 

unaccounted aggregate shocks has also been discussed by Rosenzweig and Udry (2020) and Deeb and 

de Chaisemartin (2022) in the context of RCTs or causal studies with individual-level treatments. Deeb 

and de Chaisemartin (2022) note that if units are subject to village-level shocks but one clusters at the 

level of randomization, one can still draw inference on a conditional average treatment effects estimand 

indexed by the realizations of these shocks.
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Illustration in the simple example in Section 2. Recall the static setup in (2)

with a two-way unobserved structure vit = Zt + uit and the pooled least squares

estimator β̂ in (4).41 In Section 2, we studied the properties of β̂ as an estimator of

β0. Letting vit(b) = Yit − bXt for each b, one can motivate the latter as the parameter

that solves the following orthogonality condition:

E

 T∑
t=1

Xtvit
(
β0

) = 0, (A.1)

which averages over both micro and macro sources of uncertainty. As in the time-

series tradition, {Xt,Zt}
T
t=1 are stochastic processes and β̂ inherits randomness in

aggregate conditions over repeated sampling. Alternatively, β̂ can be seen as an

estimator of βcond
0 , which is defined as the parameter that solves

E

 T∑
t=1

Xtvit

(
βcond

0

)∣∣∣∣∣∣∣{Xτ,Zτ}T
τ=1

 = 0, (A.2)

which takes {Xt,Zt}
T
t=1 as fixed attributes of a specific historical episode, in the

spirit of case studies or, more generally, of analyses that condition on aggregate

variation.42 In other words, the expectation in (A.1) averages over the hypothetical

population distribution of the aggregate component; the expectation in (A.2) does

so over its empirical distribution of aggregate shocks. Note that condition (A.2)

implies

βcond
0 = β0 +

1
T

T∑
t=1

ωtZt, (A.3)

41Note that here we are implicitly setting κ = 1. As it will become clear below, micro- and macro-level 

sources of uncertainty do not coexist anymore under this framework.
42The notion of conditioning on trends, business cycle variation or seasonal effects is natural to a long-

standing panel data literature via the use of time dummies (see, for instance, Arellano, 2003, Section 5.2). 

More generally, it is implicit in many applications in short panels, including cross-sectional studies (see 

Andrews, 2005; Hahn et al., 2020, for reviews), where a stochastic modelling of the aggregate component 

is not possible. For instance, this is often the case in the literature on policy evaluation methods with 

few available periods, such as RCTs (Rosenzweig and Udry, 2020; Deeb and de Chaisemartin, 2022) and 

synthetic controls (Arkhangelsky and Hirshberg, 2023).
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and the simple model thus helps illustrate how the estimand depends on the sam-

ple covariance between observed and unobserved aggregate shocks. Intuitively,

the estimand is indexed to a particular macroeconomic regime; a sequence of real-

izations of the unobserved component which cannot be averaged out to zero in a

given sample.43

In this case, only the micro term in the estimation error in (5), which varies over

both dimensions of the panel, contributes to uncertainty in β̂. Fixed-T inference is

possible, and we can recover βcond
0 at a N−1/2 rate. In the empirically prevalent case

where N ≫ T with presumably limited time-series variation, β̂ can be interpreted

as a very precise estimate of βcond
0 and a noisy attempt to recover β0. It can also be

shown that

√

N
(
β̂ − βcond

0

) ∣∣∣∣∣{Xτ,Zτ}Tτ=1
d
−−−−→ N

(
0,Vcond

0

)
, Vcond

0 =
1
T

T∑
t=1

ω2
t E

[
u2

it

∣∣∣{Xτ,Zτ}Tτ=1

]
regardless of the properties of {Xt,Zt}

T
t=1. Given the residuals v̂it, the heteroskedasticity-

robust variance on the micro data provides a consistent estimator of Vcond
0 .

We show in the Supplemental Material that these insights extend to the more

general setup considered in Section 3; the estimand is defined by conditional mo-

ment equations and fixed-T inference that is agnostic about aggregate dynamics

is possible. Independence over units but unspecified patterns of serial depen-

dence in unobservables now make clustering at the unit level a valid, convenient

implementation.

Discussion. This approach to inference ties together the computation of standard

errors and confidence intervals to an explicit discussion about the (micro/macro)

sources of uncertainty in the data. In particular, it emphasizes the conditions

needed to precisely recover the unconditional estimand β0. Loosely, it boils down to

43The explicit form of the estimand in (A.3) is also reminiscent of the illustrative examples used

by Hahn et al. (2020) to illustrate the consequences of ignoring aggregate shocks in estimation. In

particular, setting Xt = 1 and T = 1 recovers their portfolio choice example (Section 3); in which case

βcond
0 = β0 + Z1, where β0 is the unconditional mean return of the risky asset.
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whether the aggregate component provides sufficient “repetition” for approximate

in-sample orthogonality between Xt and Zt.
On a more speculative note, this might be an appealing approach to inference 

in some contexts. Robustness to aggregate dynamics is attractive when the no-

tion of an unstable macroeconomic regime underlies the economic analysis (non-

stationary or non-ergodic aggregates), as in the following example.

Example 1. (Case studies.) A limiting case of this lack of time series repetition are
event studies, where Xt = 1{t = τ} for a particular time period τ. This is an obvious 

source of non-stationarities, and the possibility of time series averaging seems here 
far fetched. More generally, interest might be in the transmission of aggregate un-

certainty to micro units during a recognizable historical episode, a notion natural 
to monetary policy applications, where regimes might be captured by breaks in 
the policy rule or other structural shocks. Coglianese, Olsson, and Patterson (2023) 
analyze one of such case studies, focusing on the worker and firm-level effects of a 
monetary quasi-experiment in Sweden in 2010, when the Riksbank raised interest 
rates substantially. Their monetary policy shock series spans a few pre- and post-

2010 periods but nonetheless displays a single, large monetary policy shock at the 
time. Validity of conditional inference in short panels further suggests it might be 
a suitable choice here.

More generally, the notion of external validity inherent to β0 and absent in β0
cond 

is closely connected with the notion of time-invariant, “structural” unconditional 
responses. In more general setups, however, the issue of out-of-sample validity is 
not as obvious. For instance, if we rather hypothesize a sequence of parameters 
subject to structural breaks with no obvious connection between them, targetting 
conditional estimands seems more intuitive than some long-run average, which 
might not even be well-defined.
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B Regularity conditions for limit theorems

We set separate conditions for the macro and micro components of the model.

These involve restrictions on (i) the moments of Xt, Zt and uit and (ii) the temporal

dependence induced by (βi, γi, δi). Assumption 4 places (symmetric) conditions on

existence of higher-order moments and on the persistence of macro shocks. Con-

ditions on higher-order moments are required to establish uniformity results; the

most stringent ones are needed to obtain bounds when proving consistency of the

standard error in Proposition 2.44 By iterated expectations, these also hold uncon-

ditionally. We also require sufficiently rapid decay almost surely on the persistence

of macro shocks at the unit-level. As an example, the condition includes finite-

order ARMA processes but rules out unit root processes. We impose analogous

conditions for the micro component.

Assumption 4 (Regularity conditions for macro terms). The following holds:

(i) For some constants σX,upp,Cβ,ℓ such that Cβ =
∑
∞

ℓ=0 Cβ,ℓ < ∞, almost surely,

E
[
X8

t

∣∣∣{θi}
N
i=1

]
≤ σ8

X,upp,

|βiℓ| ≤ Cβ,ℓ.

(ii) For some constants σZ,upp,Cγ,ℓ such that Cγ =
∑
∞

ℓ=0 Cγ,ℓ < ∞, almost surely,

E
[
Z8

t

∣∣∣{θi}
N
i=1

]
≤ σ8

Z,upp,

|γiℓ| ≤ Cγ,ℓ.

Assumption 5 (Regularity conditions for micro terms). The following holds:

(i) For some constants σU,upp,Cδ,ℓ such that Cδ =
∑
∞

ℓ=0 Cδ,ℓ < ∞, almost surely,

E
[
∥uit∥

8
∣∣∣θi

]
≤ σ8

U,upp,

|δiℓ| ≤ Cδ,ℓ.

44Similar conditions are required in Montiel Olea and Plagborg-Møller (2021).
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C Proof of Proposition 2

The (long-run) variance of the score is then given by

V j = Eκ
[
XtXt− jξhtξh,t− j

]
,

Sh = V0 + 2
h∑

j=1

V j.
(C.1)

The proof requires various steps. The estimation error of β̂h around β̄h can be

written as

β̂h − β̄h

σ̂h
=

(T − h)−
1
2
∑T−h

t=1
(
Xt − X̄

)
ξht√

Ŝh

=

 ∑T−h
t=1 Xtξht√
(T − h)Sh

−

√
T − h X̄ × (T − h)−1 ∑T−h

t=1 ξht√
Sh

 ×
√

Sh

Ŝh

.

To establish uniformity, we use the connection with drifting parameter sequences

highlighted by Andrews, Cheng, and Guggenberger (2020). For any sequence {κT}

such that 0 ≤ κT ≤ κ̄
√

NT, we will show that

(A)
{
(T − h)Sh

}− 1
2
∑T−h

t=1 Xtξht
d

−−−−−→
PκT

N(0, 1),

(B) Ŝh − Sh
p

−−−−−→
PκT

0,

(C) (T − h)−1 ∑T−h
t=1 ξht

p
−−−−−→

PκT

0 and
√

T − h X̄ = OPκT
(1).

If (A), (B) and (C) hold, then for any sequence {κT} satisfying 0 ≤ κ ≤ κ̄
√

NT,

β̂h − β̄h

σ̂h

d
−−−−−→

PκT

N(0, 1),

which is asymptotically equal to (β̂h −βh)/σ̂h under assumption 1(ii), (T − h)/NT → 0 

and Slutsky’s theorem. Proposition 2 follows from Andrews et al. (2020, Theorem 
2.1(e)). We establish (A) in lemma 1, (B) in lemma 2 and (C) in lemma 3 in the 
Supplemental Material.
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